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A virtual reality network management and analysis software package,
inspired by a project reported initially by British Telecom, is being developed
for the U.S. Army Research Laboratory (ARL) under a Small Business
Innovative Research (SBIR) program with Quality Research, Inc. The Phase I
feasibility demonstrator led to a Phase II development effort. The software
package acts as a data management and display device, acquiring information
on network status in a variety of ways, processing the network status
information, and displaying it in a two-dimensional platform, superimposed
on digitized three-dimensional map data, perspective view from a steerable
viewpoint, or in three-dimensional color, real-time virtual reality, using
display goggles. This will allow management of tactical and strategic
battlefield communications networks in real time and facilitate pre-battle

Abstract

planning and post-battle or post-exercise analysis of network performance.
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1. The Virtual User Interface
The U.S. Army Research Laboratory (ARL) is conducting a Phase II Small
Business Innovative Research (SBIR) program with Quality Research, Inc.
(QRI), to develop a virtual reality (VR) software package for communica-
tions network management. The successful Phase I program resulted in a
feasibility demonstrator called the Situation Awareness Virtual Environ-
ment for Networks (SAVENet). The follow-on Phase II project began in
December 1997. The software package will provide a virtual user inter-
face (VUI) that will enable network managers to “immerse” themselves in
their network. Immersion is the psychological term for a process that
should allow network managers to vastly enhance network status and
situation awareness by sensing the network status in a global sense, in
real time.*  This situation awareness should provide both a fighting tool
and a peacetime network management tool. The ability to present net-
work events provided either by playback of real or simulated traffic or by
use with an interactive network engineering model should open new
opportunities in training. Another application of intense interest to
network researchers is that the VUI should also improve the ability of an
analyst to gain insight into what happens during simulations, experi-
ments, and live exercises.

Immersion will be gained by using either a flat screen display of a three-
dimensional (3-D) perspective of the network spread over the battle area,
with simple status monitoring symbols, or by a true 3-D real-time color
representation viewed by VR goggles. These network representations are
superimposed, along with tactical overlays, on a 2-D or 3-D map or other
digital representation of the environment. A separate effort is under way
to provide statistical packages similar to those in commercial large-scale
network engineering tools, such as OPNET. Status alarms can be set on
selected net parameters to gain early warning of net intrusion or opera-
tion of malicious software such as a worm or virus attack. Other network
management tools exist to perform similar functions for the office net-
work environment and, typically, are large, single purpose, and
expensive.

The concept is adapted from a display developed by British Telecom (BT)
to monitor the British telephone network [1]. The idea of adapting the
basic idea to management of a combat network, including the “tactical
internet,” was selected by ARL under the SBIR program in 1996.

*Immersion is discussed at some length in The Design of Virtual Environments, by Rory Stuart, McGraw
Hill (1996), pp 65–67.
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2. The Threat to Combat Networks
A combat net faces the synergistic threats of physical and “cyber” dam-
age. The protection of Army combat nets, both tactical and logistic,
occupies a corner of a phenomenon called defensive information warfare
(DIW). A physically or cybernetically damaged net cannot tolerate as
much degradation due to malicious programming (unauthorized access)
or malicious programs (viruses, Trojan horses, etc) [2].  Survival of the
combat network and the force it supports demands that network manage-
ment compensate for both physical, or hard damage, and cyber, or soft
damage, and that it adapt to changing battle conditions.

The cyber threat entities are amateur hackers; insiders; or dedicated
professional hackers working alone, as members of supranational groups,
or in the service of nation states. According to the Defense Science Board,
the threat can be looked at as both structured and unstructured. In terms
of a structured threat, there are over 100 nations with the capability to do
damage, of which “more than 50 target the United States” [3].  Some have
computer intelligence efforts. The unstructured threat involves 25 coun-
tries with computer underground groups, as well as very sophisticated
individual hackers, many active on an international basis. Moreover, “a
large structured attack with strategic intent against the United States
could be prepared and exercised under the guise of unstructured activi-
ties” [3].

The effects can range from interruption of service to theft or corruption of
information. Some of the tools of the computer criminal or hostile agent
are malicious software such as worms or viruses. Viruses can be devastat-
ing to a network. Thus far, they have attracted the most media attention.
Other kindred programs can be as destructive.*

There is a whole area on the World Wide Web (www) devoted to viruses
and their kin, and a lively market in antivirus programs. The virus threat
is growing and mutating constantly. Analysts at IBM have estimated that
five new viruses a day are created [4]. Additionally, the Internet Worm of
1988 brought down portions of the Internet for some time, which created
an indelible impression in the minds of users. It has not happened since
then, but the potential frightens many [5].

According to Martin Libicki [6],

The Computer Emergency Response Team] CERT received over
2,000 reports [of break-ins] in 1994 (a rise apace with the
Internet’s growth—but CERT today is but one of over 20 inci-
dent centers, albeit the one everyone knows of). The Defense
Information Systems Agency used publicly distributed tools to
attack unclassified defense systems. It worked eight of nine times.
Only 1 of 20 victims knew they were attacked, and only 1 in 20 of
“them” reported it as they should have. If this 400:1 ratio is
indicative—and Navy tests echo this—then 200 reports represent
a million internet break-ins, even if very few do real damage.

*A great deal of information is available on the World Wide Web at sites such as www.infowar.com.
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Much of this is due to lack of security discipline. For instance, the
“sendmail” bug, exploited to create the Internet Worm (1988), was used
by hackers to break into computers in Rome Labs (1994) and Los Alamos
(1996)—it had not been fixed at those sites even then [6]. Simple tools that
are widely available also contribute to the danger: one can download a
“war-dialer” from the Internet; access a target’s web page, often with a
telephone book with names, office symbols, fax numbers, e-mail ad-
dresses, etc; and go to work immediately. If the fax number is connected
to certain types of fax modems on a PC, left on autoreceive, and the
system administrator does not know the machine exists, illicit access can
be gained. One speaker at a recent InfoWarCon reported that, in a survey
of a company’s security, the group spent a day trying to break in. At the
end of the day, someone remembered a business card from a vice presi-
dent that gave a fax number. Within minutes they were in.

Viruses:

• The first virus released in the wild was created by a Pakistani computer
dealer [6].

• Two-thirds of the doctorates in computer science go to non-U.S. recipi-
ents, many from India, Pakistan, and Iran.

• One U.S. government organization examined all hardware and software
that reached its loading dock and found “500 different computer viruses

in shrink-wrapped products coming directly from the factory” [emphasis in
original] [6].

• Anecdote—take it for what it is worth: a colleague in civil affairs/
PSYOPS mentioned that computers returned from deployments are so
virus-infested as to be unusable.

Legislation designed to deter hackers and other computer vandals or
criminals has been evolving in the United States, but not fast enough. In
any case, military networks in an expeditionary force will not be pro-
tected against enemies by U.S. legislation. This network management tool
has the potential for being a practical tool for DIW.

It is no secret that the United States is taking measures to gain a defensive
capability in information warfare (IW). These measures are best described
as antihacker, and are both civil and military. The U.S. Air Force has
activated a squadron to wage defensive IW, supported by an IW Battle
Lab, and there are numerous civil committees and working groups [7].
The United States and the other industrialized states are most vulnerable
to damage by theft or corruption of information; the payoff for an enemy
is high, and the investment required is tiny.

Additionally, the United States has now acknowledged an offensive IW
operation [8].
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3. The VR Tool
The Phase I effort was based on existing VR software and focused on a
feasibility demonstration of a workable VUI. The demonstrator operated
from a script of network events. The objective system to be pursued in
Phase II will emphasize interaction with real networks and will begin to
integrate existing ARL VR techniques to the maximum extent possible.
The system will consist of a data grabber/bookkeeper, a data conditioner,
a reality engine, and a display. The basic program architecture is shown in
figure 1. The elements are listed below:

• Data grabber/bookkeeper. The tool is intended to function in several possible
ways. Initially, the tool will use a script of the function of a representative
tactical network. A tactical tool might use data from the GTE ISYSCON or
use the network status information already generated by the Mobile
Subscriber Equipment (MSE). In an additional effort, an interpretation
module is being written to monitor a simulation using the distributed
simulation protocols. Alternatively, in monitoring an internet, the ma-
chine can eavesdrop on the message traffic. In this way, it can keep track
of who tries to talk to whom, whether they succeeded, when and how
long the message was, who it was routed through, etc, and listen for the
network management information generated under the Simple Network
Management Protocol (SNMP). When any such data are captured, some
status-reporting icon or subdisplay (BT calls them glyphs) will change
accordingly. If the message loss rate or message delay becomes excessive,
the bookkeeper can set the display to flag the fact for the network
manager.

• Data conditioner. The data to be grabbed can consist not only of actual
network management information, but also distributed interactive simu-
lation (DIS) protocol data units (PDUs) or the successor protocol, the high

Reality engine
• derived from Prospect
• written in Python

Data conditioner/
bookkeeper

(MSE grabber)

(EPLRS grabber)

Data grabbers
(TCP/IP grabber)

Application files

Application files

• 3-D kinematics

• 3-D database

3-D world management
Internet 1
(TCP/IP)

Internet 2
(TCP/IP)

MSE

EPLRS

3-D GUI / VUI

2-D GUI / VUI

Instrumentation

Joysticks

Trackers

Figure 1. Program
architecture.
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level architecture (HLA), the datagrams shuttling across an internet, or
even status parameters of an electrical power grid. The data from such
disparate sources must be interpreted in a form usable for the book-
keeper, which then produces output for the reality engine.

• Reality engine. The reality engine is based on commercial software that
takes a description of the environment, be it the interior of a command
post vehicle or National Imagery and Mapping Agency (NIMA) digital
terrain and elevation data (DTED), and joins it with the data from the
data conditioner. The reality engine is built on a software package called
Prospect, which uses the Python simulation language.

• Display. The display can be either a 3-D perspective view of the net on a
screen or a 3-D VR display. The point of view can be flown over the area
covered by the net or the VR goggles can communicate where in the
virtual space the net manager is looking, for the engine to synthesize the
matching view. The display can lay the net flat on a map or superimpose
the net on 3-D terrain generated from the digital data from the Defense
Mapping Agency. Other options include superimposition of current aerial
photography on the terrain. One display that appears very attractive is
the ARL Virtual Sand Table. The Sand Table also uses the 3-D terrain plus
tactical overlay data for tactical planning.

The Phase I demonstrator display is shown in figure 2. The resolution of
the terrain shown is not photographic, nor need it be. For a signal person,
high-fidelity representation of the more abstract terrain representation is
adequate. A “drill-down” capability with better realism can be done to
show site layout or even control board detail, for operator training.

The left box of the display is a perspective view of a portion of the battle
area; location of the viewpoint and direction of view can be selected by
the operator. The operator can fly the point of view manually, set an
autopilot cruise, or transfer instantly to a given net element. Link and
node status and identification are shown also. This view can be changed
to a regular vertical map view if desired. The upper right box gives net
statistical information and specific data on selected nodes and links and
shows trouble areas, etc The lower right box is a navigation aid. It dis-
plays a segment of a map with the overlays as well as net elements and
with the look direction and true north. This helps the operator remain
oriented.

The Phase I program was compatible, through an interface program, with
several platforms. This capability will be retained in Phase II. The plat-
forms include a high-grade PC at the low end and workstations at the
high end. The ability for essentially the same tool to run on a spectrum of
machines simplifies the Army’s task of using the tool and makes the
market much broader.
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Figure 2. The display.
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4. Phase I Results
The Phase I effort produced a feasibility demonstration of the underlying
tool and its VUI as it applies to the management of a battlefield communi-
cations network. The message traffic script, provided by GTE, was based
on the simulated message traffic for a large force under combat condi-
tions, produced by the GTE Multi Switch Simulation.

The current demonstrator runs on an Intergraph TDZ410, with two
Pentium Pro 200 MHz processors and 128 megabytes of RAM. The ma-
chine has a Realism Graphics card with 128 Mbytes of Ram for texture.
Prospect is written in C, with instructions in Open GL for 3-D graphics.
Input files are in Python. The demonstrator uses an inexpensive 3-D
headset made by Virtual I-O, which tracks head motion in yaw, pitch, and
roll to allow computation of the view vector for the scene. 2-D displays,
such as the screen display in figure 1, are on an ordinary monitor.

The scripted scenario can support a 6-minute or 21-minute scenario. The
force is engaged near Kuwait City. Network management is illustrated for
one division in this demonstration. There are 30 nodes and 27 links in this
script. The equipment simulated is the MSE Packet Network (PN). The
scripted actions include

• two examples of employment of radio relays to improve bit error rate
(BER),

• two examples of forward error correction (FEC), and

• an illustration of the impact of traffic-loading on message speed of
service.
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5. Use
The software is intended to allow the manager of a combat network or a
network administrator to manage a net using real-time information with
a sense of global situation awareness. Net management tools exist that
display various parameters on a flat screen and allow the operator to di-
rect intense attention to a particular element. The VR element of this tool
should allow the same intense scrutiny, with an out-of-the-corner-of-the-
eye situation awareness that should allow a net manager to rapidly re-
spond to problems while they are still small and local. The modularity of
this program architecture also allows easy input of tactical overlays, other
signals intelligence data, and other user-desired information. The whole
battle becomes part of situation awareness as well as just circuits.

In the book The Cuckoo’s Egg, an account is given of the invasion by and
detection of the Internet Worm of 1988 [5]. One of the indicators of infec-
tion was the sudden avalanche of messages generated by an infected
node. Another was the profound increase in machine capacity devoted to
tasks related to Worm propagation; everything else ground to a halt. The
net management tool can be made to display just that kind of informa-
tion. If the net manager suspects an element is behaving atypically, he or
she can excise the element, be it node or subnet. Likewise, a net damaged
by artillery fire could be modified, perhaps, by changing access priority
for certain units or adding additional gateways.

Internet failure due to congestion—congestion collapse—appears to have
a fairly rapid onset [9]. There is also some indication that a combat net
(not necessarily an internet) can be made to “lock up” when traffic ex-
ceeds a threshold. Lockup may be rapid once it begins, and messages
from low-priority nodes are essentially eliminated, while other messages
are slowed down tremendously. Under conditions of combat, when the
message generation rate goes very high, the net may lose capacity from
physical damage, jamming, and perhaps malicious programming. The
loss of net capacity, plus a constant demand for attempted net traffic due
to combat needs, means a corresponding increase in net load, which is the
variable mentioned above in congestion failure. The net manager may be
able to manage the net by limiting net access by some, changing access
priorities, message “time-to-live,” etc

Ultimately, the goal is to allow the combat net manager to “fly” a net like
a fighter plane—or video game—with the same instant comprehension
and reaction or allow an analyst to perceive factors with the same im-
provement to insight that real-time graphical output allowed when it be-
came available.
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6. Summary
ARL, in concert with QRI, is embarked on a quest for a software package
that will give much-improved, real-time situation awareness and problem
comprehension to a network manager. This will allow improved analysis,
problem solving, planning, and training. It will also allow better manage-
ment in the lab, on the field of battle, and in a host of civil networks, from
small local area networks to larger cyber worlds.
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